Abstract—In this paper, a gradient-based multi-objective optimisation of the grid-connected wound-rotor induction motor is achieved by using quality modelling and a computationally efficient procedure. The procedure combines two objective functions, namely torque and efficiency, into a single-objective function of a sum of squared residual errors. It is shown that using the proposed computationally efficient optimisation method greatly improves the torque and efficiency of the motor, which is shown to also come with a good power factor. The obtained optimum solution is reliable, as the accuracy of the motor performance model has been validated by experimental test results. The optimisation method can be applied to a many-to-single objective function design optimisation, and thus overall represents a beneficial to electrical machine optimisation.
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I. INTRODUCTION

With the increase in energy demand, there are many efforts to solve this demand, amongst others by attaining energy from renewable energy sources and improving the energy efficiency of the load. The bulk of electrically generated energy today is converted to mechanical energy by means of induction motors (IMs) [1]. Of these IMs, the wound-rotor induction motor (WRIM) is used in large power-conversion (MW range) applications such as mine motor crushers. Hence, energy-efficiency design approaches in these large motor systems will go a long way in improving the energy scenario.

Modern design and modelling approaches of WRIMs have improved steadily over the years and have, to some extent, helped to reduce some of the uncertainties associated with IM designs [2], [3]. Prescribed optimisation algorithms are readily available and could make a significant contribution to improved IM design. The reason the contribution of these optimisation algorithms has been moderate lies in the modest quality of the WRIM models, which lie at the core of a successful design. Using a machine model of modest accuracy, it cannot be expected to find a truly optimal design [4]. Furthermore, conventional gradient-optimisation algorithms themselves have problems associated with local rather than global solutions and their dependence on initial parameter values [5]. In this respect, the genetic algorithms circumvent these issues, however, at the expense of increased computation times [6].

Although the power factor is not a true energy-savings measure, improving the power factor improves the system energy efficiency and reduces energy cost if the end-user is subjected to utility power factor charges [7]. IMs reduce plant power factors [8], so in this respect it is important to have good IM power factors. On the other hand, it is the overall plant power factor that counts and there are ways of correcting low-system power factors [9], [10]. Hence, a high IM power factor is not vitally important, specifically if the IM’s power factor is not affecting much the overall system power factor. The issue of high-power-factor IMs is the significant increase in motor manufacturing cost. Furthermore, [11] found that, by focussing on a high power factor does not necessarily lead to a good IM design. In this respect, it is much better to focus on efficiency in the design of the IM, which has been shown also leads to relatively good power factors. The IM designer indeed has to consider a number of objectives in the IM design, of which at most about two can be put forward in a multi-objective design optimisation to obtain a Pareto front from which the designer can choose a design.

In this paper, the aim is to make a further contribution to the optimum design of grid-connected WRIMs. The reason for the focus on the WRIM is the still competitive performance versus cost provided by the WRIM in high-power level (MW power range) applications, and the advantage of the rotor-winding accessibility compared to cage-rotor technology [8]. In the design optimisation, an IM model of high accuracy, such as the one demonstrated in [4], is used and focuses specifically on a method of using a gradient-based optimisation algorithm to find the true optimum design of the WRIM.

II. OPTIMAL DESIGN PROBLEM FUNCTION

The IM optimal design problem function constitutes of three mathematically formulated design functions namely:

- objective functions;
- constraint functions; and
- design variables.

The objective and constraint functions are required performance candidates and the functions to be either maximised or minimised respectively. Both functions depend on
the design variables. Mathematically, the general non-linear multi-variable constrained performance-optimisation problem function can be defined as [12]:

Find the design variables

\[ x_1, x_2, \ldots, x_K \]  

such that the objective functions

\[ f_m(x_1, x_2, \ldots, x_i) \quad m = 1, 2, \ldots, M \]  

are minimum (maximum) subject to constraints functions

\[ g_n(x_1, x_2, \ldots, x_i) = 0 \quad n = 1, 2, \ldots, n_e \]

\[ g_n(x_1, x_2, \ldots, x_i) \leq 0 \quad n = (n_e + 1), \ldots, N \]  

and lower \( x_k^l \) and upper \( x_k^u \) boundary conditions

\[ x_k^l \leq x_k \leq x_k^u \quad k = 1, 2, \ldots, K. \]  

III. OPTIMISATION PROCEDURE

To solve the defined optimisation problem (1)-(4), the procedure used in this paper is not only to use a computationally efficient performance calculation model, but also a quality interface model with the optimiser, as illustrated in Fig. 1. The interface model plays an essential role in the usability of the performance model information by the optimiser, which is a significant contribution to the location of the optimal design of the motor. The interface model is discussed in the next section.

Following Fig. 1, the evaluated objective \([f] \) and constraint \([g] \) function values are read in the first call of the optimiser, using initial design variable values \([x] \) passed to and from the performance model through the interface model. The optimiser is either a gradient- (e.g. modified method of feasible direction, MMFD) or a non-gradient (e.g. non-dominated sorting genetic algorithm, NSGA-II) based optimisation algorithm. In both scenarios, the optimiser control parameters are explained well in [13]. Depending on the optimiser, the other prime operators passed to the optimiser are the lower \( x_k^l \) and upper \( x_k^u \) bounds of the design variables, population, and maximum or minimum number of iterations. The optimiser reads all these design variable and constraint function values, including their upper and lower bounds. The process from the performance model is repeated with new design variables from the optimiser until the desired routine control parameters are satisfied, i.e. Converge I shown in Fig. 1.

IV. INTERFACE MODEL

In addition to the designer’s skill, the interface model, shown in Fig. 1, is crucial to the quality improvement of the model that lies at the core of the optimiser and helps the optimiser locate the global optimal solution.

To model the interface model, following on the problem (1)-(4), the design variables are defined in matrix form as

\[ [x] = [x_1 \ x_2 \ \ldots \ x_K]^T, \]  

where \( T \) is the transpose operator. During the optimisation procedure of Fig. 1, the optimiser assumes each design variable holds an equal weight and does not take into account the relative importance of the individual variable. To take into account the relative importance of the individual variable and avoiding the domination of one variable by the other in satisfying the optimum solution, thereby giving unsatisfactory results, the technique of smoothing the problem function is adapted. The latter is achieved by strengthening or weakening some of the design variables to restrict them to falling within a given range seen by the optimiser. Thus, in an arbitrary given range of bounds \((0 \ to \ 1)\) generally seen by the optimiser, the scaled design variable is defined by

\[ x_k^l = (x_k - x_k^{min})/(x_k^{max} - x_k^{min}), \]  

where the prime superscript denotes a scaled parameter. In (6), max and min denote maximum and minimum actual values of the corresponding scaled parameter, which depends on the designer’s skill. Furthermore, following function scaling of (6), the actual design variables \( x_k \) from the scaled values \( x_k^l \) in the bounds 0 to 1 can then be determined easily. The procedure in (5) and (6) described above is also followed for the objective and constraint functions of the interface model.

Although multi-objective optimisation using non-gradient-based optimisers like NSGA-II [6] provides much more information and insight into the problem function, it is also possible to combine multi-objectives into a single-objective optimisation using gradient-based optimisers like MMFD [14] to save search times. The latter is implemented during the optimisation process in the interface model by utilising the sum of the squared residual errors. The residual errors are left by a set of objective function values not satisfying a set of targeted objective function values. It is these residual errors of each objective function value that define the combined multi-objective effect of objective functions to a single objective (sum of squared residual errors), resulting in

\[ f_R = \sum_{m=1}^{M} \epsilon_m^2, \quad \epsilon_m = \begin{cases} 0 & : f_m \geq f_m^{min} \\ \frac{f_m^{min} - f_m}{f_m^{min}} & : f_m < f_m^{min}, \end{cases} \]  
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for $f_m$ no less than $f_m^{\text{min}}$. The set value of $f_m^{\text{min}}$ defines the minimal objective function value. In (7), it is only necessary to utilise penalty functions if the optimisation package does not have an option of built-in constraints.

Furthermore, unlike NSGA-II, MMFD has a problem associated with local solutions rather than global solutions and the dependence on their starting or initial design variables [6]. To resolve this delinquent, the technique of different starting design variable is utilised in certain cases. In each case (C1, C2, C3), the problem function is defined from (4) using three different initial design variable vectors as

$$C1: [x] = \begin{bmatrix} x_k^1 \\ x_k^2 \\ \vdots \\ x_k^5 \end{bmatrix} \quad C2: [x] = \begin{bmatrix} x_k^2 \\ x_k^3 \\ \vdots \\ x_k^5 \end{bmatrix} \quad C3: [x] = \begin{bmatrix} x_k^3 \\ x_k^4 \\ \vdots \\ x_k^5 \end{bmatrix}, \quad (8)$$

where $x_k^1$ and $x_k^2$ are defined in (4) and $x_k^5 = 0.5(x_k^1 + x_k^2)$. The optimum case resulting from (8) is then transferred to the next starting design variables of the problem function of (7) and optimised. The latter is repeated until there is no significant change in the optimum results. Besides scaling design parameters and using different starting design variables, minimum and maximum bounds are included with the constraints to avoid valid but undesirable results.

V. PERFORMANCE MODEL

In addition to the quality of the interface model discussed in Section IV, a further challenge is to determine the motor performance computationally efficiently, with powerful computers, solving complex problems with maximum speed, computational efficient nowadays increasingly means energy efficient.

It is important to state that not only is a performance calculation model of modest accuracy crucial for the optimal design of IMs, but also for the compatibility of the model. For that, the FEM-based computationally efficient parameter and performance model in [4] is adapted. That is to say, the accessibility of any parameter of the IM, e.g. inductances and torque components, during the optimisation procedure provides a bigger platform for the designer to different optimisation options, which is not available in commercial classic models.

Following Fig. 1, the performance model is used to evaluate the objective $[f]$ and constraint $[g]$ functions of defined design variables $[x]$ passed from the optimiser through the quality interface model. This is done by using a method of solving for the excitation currents at a grid-defined voltage operating point, and using the solved currents to calculate the motor performance, i.e. $[f]$ and $[g]$. The performance model takes into account the effects of saturation since, for the economic use of the lamination material, IMs are operated near saturation or sometimes deeply saturated.

A. Solving excitation currents

The key feature of the FEM used in this paper is that, in its basic form, requires defined currents, whereas the grid-connected IM under study relates to a defined voltage. Hence, FEM currents are solved with reference to the defined grid-voltage using the iterative processes as illustrated in Fig. 2. Following Fig. 2, using a magneto-static non-linear 2D FEM for a given initial current matrix (stator and rotor currents) and slip angular frequency (or rotor position), the magnetic field is obtained, and then total-phase main-flux linkages are calculated. In 2D problems, the corresponding magneto-static Maxwell equations are solved in the FEM by finding the vector potential which satisfies the input current density. The phase flux linkages calculated from the found vector potential are transformed into dq-axes flux linkages. Using the total dq-axes main-flux linkages given by

$$\begin{align*}
\Lambda_{dms} &= L_{dsds}I_{ds} + L_{dsqs}I_{qs} + L_{dsdr}I_{dr} + L_{dsqr}I_{qr} \\
\Lambda_{qms} &= L_{qsds}I_{ds} + L_{qsqs}I_{qs} + L_{qsdr}I_{dr} + L_{qsqr}I_{qr} \\
\Lambda_{dms} &= L_{drds}I_{ds} + L_{drqs}I_{qs} + L_{drrdr}I_{dr} + L_{drqr}I_{qr} \\
\Lambda_{qms} &= L_{qrsds}I_{ds} + L_{qrsqs}I_{qs} + L_{qrsdr}I_{dr} + L_{qrsqr}I_{qr}, \quad (9)
\end{align*}$$

The terminal voltage matrix is calculated from the impedance $[Z]$ and the initial current $[I]$ matrices as

$$[V] = [Z][I], \quad (10)$$

where $[V] = [V_{ds} \ V_{qs} \ V_{dr} \ V_{qr}]^T$, $[I] = [I_{ds} \ I_{qs} \ I_{dr} \ I_{qr}]^T$ and $[Z]$ is a $4 \times 4$ matrix of motor parameters. Thus, knowing the inductance parameters of (9), the main-winding resistance ($R_m$), end-winding resistance ($R_e$), inductance ($L_e$), and grid ($\omega_s$) and slip ($\omega_\Delta$) angular frequencies, the impedance matrix is given by

$$[Z] = \begin{bmatrix}
(R_s - \omega_s L_{qads}) & -\omega_s (L_{qads} + L_e) \\
\omega_s (L_{qads} + L_e) & (R_s + \omega_s L_{qads}) \\
-\omega_\Delta L_{qdrds} & -\omega_\Delta L_{qdrqs} \\
\omega_\Delta L_{qdrds} & \omega_\Delta L_{qdrqs} \\
-\omega_s L_{qadr} & -\omega_s L_{qdsr} \\
\omega_s L_{qdsr} & \omega_s L_{qdsr} \\
(R_e - \omega_\Delta L_{qadr}) & -\omega_\Delta (L_{qadr} + L_e) \\
\omega_\Delta (L_{qadr} + L_e) & (R_e + \omega_\Delta L_{qadr})
\end{bmatrix}, \quad (11)$$

Fig. 2. Grid-connected IM flow chart of the performance model.
In (11), the stator and rotor end-winding inductances \( L_{es}, L_{er} \) are calculated as in [15]. The stator and rotor dc resistances (ignoring skin effect) are the sum of the main- and end-winding resistances calculated from the general formula, given by

\[
R = R_m + R_e = w^2 p q (\ell_m + \ell_e) / \sigma c A. \tag{12}
\]

In (12), \( w \) are winding-turns per slot, \( p \) are pole-pairs, \( q \) are slots per pole per phase, \( \ell_m \) is the main conductor length (equal to stack length), \( \ell_e \) is the end-winding length calculated as in [8], \( A \) is slot area, \( c \) is the slot fill factor calculated from the slot insulation, and \( \sigma \) is electric conductivity determined from a known temperature.

It is important to note that the voltages and currents of (10) are defined in the form of phasor components in space, as in Fig. 3. In Fig. 3, even though \( V_r = 0 \), it is shown as \( V \neq 0 \). This is so as to have a better understanding of how \( V_r \) zeros (IM rotor winding short-circuited) using the performance model in Fig. 2. Also using (10), Fig. 4 results, which are the \( dq \)-axes equivalent circuits referred to in the motor parameter calculation.

Following Fig. 2, the calculated terminal voltage matrix of (10) is compared to a defined grid and rotor voltage matrix, \([V]\). If not similar, new currents are calculated using the initial impedance and defined voltage matrices as

\[
[I] = [Z]^{-1}[V]. \tag{13}
\]

In (13), the defined grid and rotor voltage matrix is given by

\[
[V] = \begin{bmatrix} V_{ds} & V_{qs} & V_{ds} & V_{qs} \end{bmatrix}^T, \tag{14}
\]

where \( V_{dq} \), \( V_{qs} \) are the stator \( dq \)-axes’ grid-voltages and \( V_{d0} = V_{q0} = 0 \) are the rotor \( dq \)-axes’ short-circuitry voltages. The process described above is repeated iteratively, as shown in Fig. 2, until the voltage matrices of (10) and (14) are similar, i.e. Converge II is satisfied. At the point of convergence, the solved new currents of (13) are the required FEM currents for the performance calculation of the IM at the given grid voltage and load.

\[ J = w \sqrt{0.5(I_d^2 + I_q^2)/c A}, \tag{15} \]

and

\[
\text{PF} = (V_{ds} I_{ds} - V_{qs} I_{qs}) \sqrt{(V_{ds}^2 + V_{qs}^2)(I_{ds}^2 + I_{qs}^2)}. \tag{16}
\]

The percentage efficiency is calculated using the simplified power flow diagram of Fig. 5 as

\[
\eta = (P_o/P_i) \times 100, \tag{17}
\]

where the input power is given by

\[
P_i = P_o + P_t. \tag{18}
\]

The total losses \( P_t \) (excluding stray losses) in (18) are a sum of copper (stator \( P_s \) and rotor \( P_r \)), mechanical (\( P_m \)) and core losses (\( P_c \)). The output power in (17) is calculated from

\[
P_o = P_d - (P_m + P_c), \tag{19}
\]

where the developed power is given by

\[
P_d = (\omega_s - \omega_d) T_d. \tag{20}
\]

In (20), \( T_d \) is the developed torque calculated from the stator total main flux linkages of (9) as

\[
T_d = 1.5 p (\Lambda_{dms} I_{qs} - \Lambda_{qms} I_{ds}), \tag{21}
\]

and can be further decomposed into components using the inductance parameters of (9) for further IM analysis.

VI. example of optimisation problem application

The application example gives a multi-objective optimisation of a grid-connected, 4-pole, 400 V/50 Hz, 11 kW IM using the MMFD algorithm following the consideration given in the interface and performance models of Sections IV and V respectively. A general-purpose cage-rotor IM peripheral dimensions, D160M cast iron frame size, are referred to in this application example. Following the latter and other chosen design variables, Table I gives the fixed design variables. After fixing these design variables, the optimiser
still has some freedom of movement over a restricted range of variables, such as stator and rotor slots, the air gap and bore diameter. Figure 6 shows the dimensional design variables to be optimised, with \( x_7 \) being the air-gap length. For the optimisation problem function, only fourteen dimensional variables are used, namely \( x_1 - x_{12} \) of Fig. 6, and two additional variable, namely stator winding turns per slot \( x_{13} \) and slip angular frequency \( x_{14} (\omega_\Delta) \) are used, from (5) defined by

\[
[x] = [x_1 \ x_2 \ \ldots \ x_{14}]^T. \tag{22}
\]

In IMs, the air-gap flux density is inversely proportional to the number of turns [8]. Thus, increasing the stator turns results in lowering the average flux density. A reduction in average air-gap flux density results in a decrease in efficiency especially at higher loads on the IM, but can also improve the power factor. Hence, \( x_{13} \) (turns per slot) in (22) is selected as one of the design variables. The rotor turns are designed corresponding to the optimum stator turns for a specific voltage across the slip-rings. The variable \( x_{14} \) (slip angular frequency) in (22) is also selected to gain useful torque that increases continuously with the load and is necessary for torque production. The design variables freedom of movement space of (22) that are optimised following fixed variables in Table I, are given in Table II. The freedom of movement for \( x_{14} (\omega_\Delta) \) is according to IEC efficiency classes for a four-pole 11 kW IM [11].

As mentioned in the introduction, the relationship between maximum efficiency and other desirable characteristics of the IM is an aspect of energy conservation. Also, IM drives are commonly used for applications with a vast variation in mechanical load for torques under nominal values. Pumps, conveyors, blowers, fans and compressors are among these loads. Hence, the most ideal pattern for IM design should include efficiency improvement proportional to the load torque, such that optimal performance of the drive system is not affected. For that, the selected objective of the optimisation process is to improve the overall efficiency and developed torque of the IM. Thus, the multi-objective function is defined as

\[
[f] = [f_1 \ f_2]^T, \tag{23}
\]

where \( f_1 \) and \( f_2 \) are the developed torque, \( T_d \), of (21) and efficiency, \( \eta \), of (17), respectively. It is important to highlight that the accuracy of the performance model (used to calculate the objective functions) in the optimisation procedure of Fig. 2 is validated using experimental test results, as shown in the Appendix.

The temperature rise problem, which is a crucial parameter in any IM design optimisation activity, is removed by noting the current density in the conductors. Thus, the objective functions of (23) contain constraint functions that are stator \( J_s \) and rotor \( J_r \) current densities calculated from (15), and are also defined as

\[
[g] = [g_1 \ g_2]^T = [J_s \ J_r]^T. \tag{24}
\]

The current densities in (24) are limited between 4 and 6 A/mm² so as to force the solution space to a feasible acceptable design and the ability to cool the motor for the maximum allowable winding temperature, respectively.

Following (7), the multi-objective function of (23) is further defined as a single-objective function given as

\[
\text{minimise } f_R = \sum_{m=1}^{2} \epsilon_m^2, \tag{25}
\]

where the corresponding residual errors from (7), calculated from the targeted objective function values, are calculated respectively from

\[
\epsilon_1 = \frac{f_1^{\text{min}} - f_1}{f_1^{\text{min}}} : f_1 \geq f_1^{\text{min}} \quad \text{where } f_1^{\text{min}} = 100 \text{ Nm}
\]

\[
\epsilon_2 = \frac{f_2^{\text{min}} - f_2}{f_2^{\text{min}}} : f_2 \geq f_2^{\text{min}} \quad \text{where } f_2^{\text{min}} = 99\%.
\]

From (26), 100 Nm and 99% are chosen as the exaggerated targeted developed torque and efficiency, respectively, which the MMFD optimiser is forced to achieve. Thus, MMFD optimisation of the IM is achieved by combining \( T_d \) and \( \eta \) objective functions into the single-objective function of the sum of squared residual errors, \( f_R \), of (25).

### TABLE I

<table>
<thead>
<tr>
<th>fixed design variable</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>stator and rotor slots per pole per phase (-)</td>
<td>( q_s, q_r )</td>
<td>3, 2</td>
</tr>
<tr>
<td>stator and rotor pole pairs (-)</td>
<td>( p )</td>
<td>2</td>
</tr>
<tr>
<td>stator and rotor phases (-)</td>
<td>( \ell )</td>
<td>3</td>
</tr>
<tr>
<td>stator and rotor slot fill factor (-)</td>
<td>( \epsilon )</td>
<td>0.4</td>
</tr>
<tr>
<td>stator and rotor stack length (mm)</td>
<td>( D_s )</td>
<td>125</td>
</tr>
<tr>
<td>stator outer diameter (mm)</td>
<td>( d_c )</td>
<td>260</td>
</tr>
<tr>
<td>rotor inner diameter (mm)</td>
<td>( D_r )</td>
<td>60</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>variable</th>
<th>min</th>
<th>max</th>
<th>unit</th>
<th>variable</th>
<th>min</th>
<th>max</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>1.45</td>
<td>184</td>
<td>mm</td>
<td>( x_8 )</td>
<td>2</td>
<td>4.0</td>
<td>mm</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>1.5</td>
<td>4</td>
<td>mm</td>
<td>( x_9 )</td>
<td>1.2</td>
<td>4.0</td>
<td>mm</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>1.0</td>
<td>4</td>
<td>mm</td>
<td>( x_{10} )</td>
<td>1.2</td>
<td>3</td>
<td>mm</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>1.0</td>
<td>3</td>
<td>mm</td>
<td>( x_{11} )</td>
<td>3.0</td>
<td>12</td>
<td>mm</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>3.0</td>
<td>12</td>
<td>mm</td>
<td>( x_{12} )</td>
<td>5.0</td>
<td>25.0</td>
<td>mm</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>5.0</td>
<td>25</td>
<td>mm</td>
<td>( x_{13} )</td>
<td>8</td>
<td>50</td>
<td>-</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>0.2</td>
<td>0.5</td>
<td>mm</td>
<td>( x_{14} )</td>
<td>0.0</td>
<td>25</td>
<td>rad/s</td>
</tr>
</tbody>
</table>

Fig. 6. IM dimensional design variables of (a) stator and (b) rotor that are optimised.
Table III gives the values of the minimised functions of (25), together with the residual error components $\epsilon_1$ and $\epsilon_2$ of (26). These result values are obtained within a few iterations (fewer than eleven iterations, Table III), which shows the robustness of the optimisation procedure from the time-efficient point of view. It can be observed from the results of Table III that the effect of using different initial design values (C1-C3 as of (8)) results in different optimum results, i.e. $f_R$ values in Table III. The acceptable returned solutions every time in Table III demonstrate the capacity of the optimiser in designing the IM geometry and satisfying the design requirements using the derived formulations. According to Table III, the optimal solution of $f_R$ is C1 (row highlighted in grey). The C1 optimum results are transferred to the next starting design variables’ problem functions, and the optimum MMFD optimisation results after two rounds (1 and 2, Table III) are also given in Table III (row highlighted in red). It is also noted that, as the rounds progress, the optimisation process converges quickly to the optimum solution, i.e. six iterations in round 2, Table III. From the optimal solution (red highlighted row, Table III), $\epsilon_1$ (developed torque residual error) contributed about 76% and $\epsilon_2$ (efficiency residual error) the remaining percentage to the minimisation of $f_R$. This is expected, since a very large exaggerated target value was set for the developed torque, as given in (26). Thus, despite having the knowledge of the frame-size motor rating of the used D160M frame, it is of greater importance to try and bring out the best motor performance by exaggerating torque and efficiency so as not to satisfy the first condition of (26), i.e. $\epsilon_1 = \epsilon_2 = 0$. The reason for this, to the designer’s knowledge, is to not limit the capability of the optimiser.

Similarly, using (6) for scaled objective and constraint function values, the corresponding actual optimum design variables and objective, and the constraint function values, are given in Table IV. Figure 7 shows the isolated resulting optimum FEM model using the design variables given in Table IV. In addition to the simulated results, the power factor calculated from (16) is 0.78. Thus, despite the objective functions being torque and efficiency, the power factor is good for such a size wound-rotor IM. Comparing the results tabulated in Table IV with the performance of the general purpose D160M frame size four-pole 11 kW cage-rotor IM using IEC standard efficiency, the low performance of the wound-rotor is aligned mainly with the poor slot fill factor ($c$ of (12) taken as 0.4) for machines with a lower power level, which is much higher at large power levels. Hence, future studies of this paper looks at application of the proposed optimisation procedure for large power levels in which skin effects can be perfectly included in the performance model of Fig. 1, using analytical formulae such as in [16]. Despite the slot-fill factor drawback, the application of the optimisation procedure in the design of the WRIM greatly improved the motor torque and efficiency, as given in Table IV. The latter is contrary to the expectation when compared to the considered IE1 frame size cage-rotor IM (nearly a unit rotor slot fill factor) of approximately 74 Nm torque and 87.6% efficiency, although with higher power factor of 0.86 at full load [11]. It can be observed from Fig. 7 that the isolated optimum IM design has deep teeth, resulting in high current densities as tabulated in Table IV. For the increased current densities, both stator and rotor slot aspect ratios (slot height divided by slot width) were less than 3. The latter is to reduce the flux leakages, which resulted in the better power-factor performance of the motor. As earlier stated, given the stack length, the decrease in stator winding turns resulted in an increase of efficiency due to the increased air-gap average flux density at the fixed grid voltage. The latter is observed in Fig. 7, and resulted in an increased stator slot teeth and back core height to accommodate the pole flux. In addition, the resultant rated slip angular frequency ($x_{14}$) of Table IV explains the low slip angular frequencies that come with high efficiency and the corresponding developed torque, along with the fairly low power factor.

VII. CONCLUSIONS

In this paper, the multi-objective optimisation using MMFD with a computationally efficient parameter and performance method for the solution of the non-linear con-

---

**TABLE III**

<table>
<thead>
<tr>
<th>case</th>
<th>total iterations</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$f_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>11</td>
<td>0.26120</td>
<td>0.12091</td>
<td>0.08284</td>
</tr>
<tr>
<td>C2</td>
<td>10</td>
<td>0.80867</td>
<td>0.21984</td>
<td>0.70228</td>
</tr>
<tr>
<td>C3</td>
<td>11</td>
<td>0.93902</td>
<td>0.22038</td>
<td>0.93032</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>objective</th>
<th>value</th>
<th>unit</th>
<th>constraint</th>
<th>value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 (T_d)$</td>
<td>78.3</td>
<td>Nm</td>
<td>$g_1 (J_r)$</td>
<td>6</td>
<td>A/mm²</td>
</tr>
<tr>
<td>$f_2 (\eta)$</td>
<td>87.0</td>
<td>%</td>
<td>$g_2 (J_r)$</td>
<td>6</td>
<td>A/mm²</td>
</tr>
</tbody>
</table>

Fig. 7. IM optimum FEM model. ■ phase A, ■ phase B, ■ phase C.
strained optimisation problem is applied to the optimisation of the grid-connected WRIM design. By presenting results on a small-scale WRIM, the implementation and applicability of the optimisation procedure with torque and efficiency as objective functions are demonstrated. Improved torque and efficiency are achieved using the proposed optimisation procedure. The latter also comes with a motor design with an improved power factor.

The following conclusions are drawn from the optimal solution results:

- the gradient-based optimiser is effective and powerful for practical multi-objective optimisation problems if the interface model quality is improved;
- although the optimisation problem function does not qualify the requirements of linearity, the results of the quality formulated functions demonstrate the robustness and ruggedness of the formulated optimisation procedure;
- from the results, it can be noticed that if the factors affecting the optimisation problem function are properly taken care of, the global optimum can be achieved in very few exploratory;
- the reduced computational effort using the gradient-based optimiser facilitates the optimisation of the complex structure of the IM, hence the IM can be designed in a simple optimisation process using modern finite element methods; and
- the optimisation procedure using the gradient-based optimiser allows the imposition of minimum and maximum multi-objective functions explicitly without any additional complexity.

VIII. APPENDIX

Figure 8 depicts the measured and calculated performance characteristics of a four-pole, 400V/50Hz existing grid-connected IM. The latter shows the accuracy of the performance model in Fig. 2 using experimental measurements for validation.

**Fig. 8.** IM predicted and measured performance characteristics.

**REFERENCES**


IX. BIOGRAPHIES

Mkhululi Mahbula received the BEng and PhD (Eng), MSc upgraded degrees from Stellenbosch University, South Africa in 2016 and 2019, respectively. He is currently doing his post-doctoral research in electrical machine design. His main interest is the design optimisation and control of electrical machines.

Maarten J. Kamper received the MSc. (Eng) and PhD (Eng) degrees from the University of Stellenbosch in South Africa in 1987 and 1996, respectively. Since 1989, he has been with the Department of Electrical and Electronic Engineering at the university, where he is currently a professor of electrical machines and drives. His research interests includes design optimisation and control of electrical machines, currently with a focus on wind generators and industrial and electrical vehicle drives. Prof. Kamper is a South African National Research Foundation-supported scientist and a registered Professional Engineer in South Africa.